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Transition to chaos in random networks with cell-type-specific connectivity
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In neural circuits, statistical connectivity rules strongly depend on neuronal type. Here we study
dynamics of neural networks with cell-type specific connectivity by extending the dynamic mean
field method, and find that these networks exhibit a phase transition between silent and chaotic
activity. By analyzing the locus of this transition, we derive a new result in random matrix theory:
the spectral radius of a random connectivity matrix with block-structured variances. We apply our
results to show how a small group of hyper-excitable neurons within the network can significantly
increase the network’s computational capacity.

PACS numbers: 87.18.Sn,02.10.Yn,05.90.+m,87.19.La

Conventional firing-rate models used to describe irreg-
ular activity in neural networks assume that connections
between neurons follow a single connectivity rule. In con-
trast to this class of models, recent experiments highlight
the diversity among neuron types, each having a different
degree of excitability and different form of connectivity
[1–5]. As a step towards bridging this gap between the-
ory and experiment, we extend the conventional firing-
rate models and the mean-field methods used to analyze
them to the case of multiple cell-types and allow for cell-
type-dependent connectivity.

We show that multiple cell-type networks, like net-
works with a single cell-type [6], exhibit a phase transi-
tion between silent and chaotic activity. Previous studies
suggest that these networks have optimal computational
capacity close to the critical point at which this tranistion
occurs [7, 8]. In networks with cell-type specific connec-
tivity the transition depends on the network’s connectiv-
ity structure, and is related to the spectral properties of
the random connectivity matrix serving as the model net-
work’s connectivity matrix. Specifically, by finding the
location of the critical point for the multiple cell-type
network we derive a new result in random matrix the-
ory: the support of the spectral density of asymmetric
matrices with block-structured variances.

We also show that the dynamical mean field equations
provide predictions for the autocorrelation modes that
can be concurrently sustained by a multiple cell-type net-
work. Finally, we apply our results to a network that
includes a small group of hyper-excitable neurons, and
explain how this small group can significantly increase
the network’s computational capacity by bringing it into
the chaotic regime.

The critical point. The starting point for our analy-
sis of recurrent activity in neural networks is a firing-rate
model where the activation xi(t) of the ith neuron deter-
mines its firing-rate φi(t) through a nonlinear function
φi(t) = tanh(xi). The activation of the ith neuron de-

pends on the firing-rate of all N neurons in the network:

ẋi(t) = −xi(t) +

N
∑

j=1

Jijφj(t), (1)

where Jij describes the connection weight from neuron
j to i. Previous work [6] considered a recurrent random
network where all connections are drawn from the same
distribution, grouping all neurons into a single cell-type.
In that work the distribution of matrix elements was cho-
sen to be Gaussian with mean zero and variance g2/N ,
where the parameter g defines the average synaptic gain
in the network. According to Girko’s circular law, the
spectral density of the random matrix J in this case is
uniform on a disk with radius g [9, 10]. When the real
part of some of the eigenvalues of J exceeds 1, the qui-
escent state xi(t) = 0 becomes unstable and the network
becomes chaotic [6]. Thus, for networks with cell-type
independent connectivity the transition to chaotic dy-
namics occurs when g = 1.
We extend these results to networks with D cell-types,

where each cell-type (or group of neurons) has a frac-
tion αd of neurons in it. The mean connection weight
is 〈Jij〉 = 0. The variances N〈J2

ij〉 = g2cidj
depend on

the cell-type of the input (c) and output (d) neurons;
where ci denotes the group neuron i belongs to. In what
follows, indices i, j = 1, . . . , N and c, d = 1, . . . , D corre-
spond to single neurons and neuron groups, respectively.
Averages over realizations of J are denoted by 〈·〉. It
is convenient to represent the connectivity structure us-
ing a synaptic gain matrix G. Its elements Gij = gcidj

are arranged in D2 blocks of sizes Nαc ×Nαd (Fig. 1a-
c, top insets). The mean synaptic gain, ḡ, is given by

N−1(
∑N

i,j=1
G2

ij)
1

2 = (
∑D

c,d=1
αcαdg

2
cd)

1

2 .

Defining J0
ij ∼ N

(

0, N−1
)

and nd = N
∑d

c=1
αc al-

lows us to rewrite Eq. (1) in a form that emphasizes the
separate contributions from each group to a neuron:

ẋi = −xi +

D
∑

d=1

gcid

nd
∑

j=nd−1+1

J0
ijφj (t) . (2)
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FIG. 1. Spectra and dynamics of networks with cell-type dependent connectivity (N = 2500). The support of the spectrum of
the connectivity matrix J is accurately described by

√
Λ1 (radius of blue circle) for different networks. Top insets - the synaptic

gain matrix G summarizes the connectivity structure. Bottom insets - activity of representative neurons from each type. The
line ℜ{λ} = 1 (purple) marks the transition from quiescent to chaotic activity. (a) An example of chaotic network with two
cell types. The average synaptic gain ḡ (radius of red circle) incorrectly predicts this network to be quiescent. (b) An example
silent network. The average synaptic gain ḡ incorrectly predicts this network to be chaotic. (c) An example network with six
cell-types. In all examples the radial part of the eigenvalue distribution ρ(|λ|) (orange line) is not uniform.

We use the dynamic mean field approach [6, 11, 12] to
study the network behavior in the N → ∞ limit. Aver-
aging Eq. (2) over the ensemble from which J is drawn
implies that only neurons that belong to the same group
are statistically identical. Therefore, to represent the net-
work behavior it is enough to look at the activities ξd(t)
of D representative neurons and their inputs ηd (t).

The stochastic mean field variables ξ and η will approx-
imate the activities and inputs in the full N dimensional

network provided that they satisfy the dynamic equation

ξ̇d (t) = −ξd (t) + ηd (t) , (3)

and provided that ηd (t) is drawn from a Gaussian distri-
bution with moments satisfying the following conditions.
First, the mean 〈ηd(t)〉 = 0 for all d. Second, the cor-
relations of η should match the input correlations in the
full network, averaged separately over each group. Using
Eq. (3) and the property N

〈

J0
ijJ

0
kl

〉

= δikδjl we get the
self-consistency conditions:

〈ηc (t) ηd (t+ τ)〉 =
D
∑

a,b=1

na
∑

j=na−1+1

nb
∑

l=nb−1+1

gciagdjb

〈

J0
ijJ

0
kl

〉

〈φ [xj(t)]φ [xl(t+ τ)]〉 = δcd

D
∑

b=1

αbg
2
cbCb(τ), (4)

where C (τ) is the average firing rate correlation vec-
tor. Its components (using the variables of the
full network and averaging over time) are Cd(τ) =
∑nd

i=nd−1+1
〈φ[xi(t)]φ[xi(t+ τ)]〉, translating to Cd(τ) =

〈φ[ξd(t)]φ[ξd(t+ τ)]〉 using the mean field variables. Im-
portantly, the covariance matrix H(τ) with elements
Hcd (τ) = 〈ηc (t) ηd (t+ τ)〉 is diagonal, justifying the def-
inition of the vector H = diag (H). With this in hand
we rewrite Eq. (4) in matrix form as

H (τ) = MC (τ) , (5)

where M is a constant matrix reflecting the network con-
nectivity structure: Mcd = αdg

2
cd.

A trivial solution to this equation is H(τ) = C(τ) = 0
which corresponds to the silent network state: xi(t) =
0. Recall that in the network with a single cell-type,
the matrix M = g2 is a scalar and Eq. (5) reduces to
H(τ) = g2C(τ). In this case the silent solution is stable
only when g < 1. For g > 1 the autocorrelations of η

are non-zero which leads to chaotic dynamics in the N
dimensional system [6].

In the general case (D ≥ 1), Eq. (5) can be projected
on the eigenvectors of M leading to D consistency con-
ditions, each equivalent to the single group case. Each
projection has an effective scalar given by the eigenvalue
in place of g2 in the D = 1 case. Hence, the trivial solu-
tion will be stable if all eigenvalues of M have real part
< 1. This is guaranteed if Λ1, the largest eigenvalue of
M, is < 1 [13]. If Λ1 > 1 the projection of Eq. (5) on the
leading eigenvector of M gives a scalar self-consistency
equation analogous to the D = 1 case for which the triv-
ial solution is unstable. As we know from the analysis of
the single cell-type network, this leads to chaotic dynam-
ics in the full network. Therefore Λ1 = 1 is the critical
point of the multiple cell-type network.

Another approach to show explicitly that Λ1 = 1 at the
critical point is to consider first order deviations in the
network activity from the quiescent state. Here C(τ) ≈
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∆(τ) where ∆(τ) is the autocorrelation vector of the
activities with elements ∆d(τ) = 〈ξd(t)ξd(t+ τ)〉. By
invoking Eq. (3) we have

H(τ) =

(

1− d2

dτ2

)

∆(τ). (6)

Substituting Eq. (6) into Eq. (5) leads to an equation of
motion of a particle in a harmonic potential for ∆(τ):

d2∆(τ)

dτ2
= (I−M)∆(τ). (7)

The shape of the multivariate potential depends on the
eigenvalues of M. The first bifurcation (assuming the
elements of M are scaled together) occurs when Λ1 =
1, in the direction parallel to the leading eigenvector.
Physical solutions should have ‖∆(τ)‖ < ∞ as τ → ∞
because ∆(τ) is an autocorrelation function. When all
eigenvalues of M are smaller than 1 the trivial solution
∆(τ) = 0 is the only solution (in the neighborhood of
xi(t) = 0 where our approximation is accurate). At the
critical point (Λ1 = 1) a non trivial solution appears, and
above it finite autocorrelations lead to chaotic dynamics
in the full system [14].
Recall the dependence of the connectivity parameters

and the critical point at which the network transitions
to chaos. In the single and multiple cell-type networks
this transition occurs when a finite mass of the spectral
density of J has real part > 1. Thus, when Λ1 = 1 the
eigenvalues of J are bounded in the unit circle r = 1. For
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FIG. 2. Autocorrelation modes. Example networks have
N = 1200 and 3 equally sized groups with α,g such that M

is symmetric. (a) When D⋆ = 1, autocorrelations maintain a
constant ratio independent of τ . (b) Rescaling by the com-
ponents uR

1c merges the autocorrelation functions. (c) When
D⋆ = 2, the autocorrelation functions are linear combina-
tions of two autocorrelation “modes” that decay on differ-
ent timescales. Projections of these functions 〈uR

c |∆(τ )〉 are
shown in (d). Only projections on |uR

1 〉, |uR

2 〉 are significantly
different from 0. Insets show the variance of ∆ (τ ) projected
on

∣

∣uR
c

〉

averaged over 20 networks in each setting.

networks with cell-type independent connectivity, Λ1 =
g2 and r = g. Requiring continuity, this implies that the
circle that bounds the eigenvalue density of J has radius

r(α,g) =
√

Λ1 =
√

max [λ(M)]. (8)

We have verified Eq. (8) using numerical simulations
(Fig. 1) for a number of different matrix configurations.
Strikingly, r is qualitatively different from the mean
synaptic gain ḡ (Fig. 1a,b). The inequality

√
Λ1 6= ḡ

is a signature of the block structured variances. It is not
observed in the case where the variances have columnar
structure [15], when rank{M} = 1 [16, 17], or when the
Jij ’s are randomly permuted.
Autocorrelation modes. Next we analyze the network

dynamics above the critical point. In the chaotic regime
the persistent population-level activity is determined by
the structure of the matrix M. Consider the decomposi-

tionM =
∑D

c=1
Λc|uR

c 〉〈uL
c | where |uR

c 〉, 〈uL
c | are the right

and left eigenvectors ordered by the real part of their cor-
responding eigenvalues ℜ{Λc}, satisfying 〈uL

c |uR
d 〉 = δcd.

By analogy to the analysis of the scalar self consistency
equation in [6] we know that the trivial solution to Eq. (5)
is unstable in the subspace UM = span{|uR

1 〉, . . . , |uR
D⋆〉},

where D⋆ is the number of eigenvalues of M with real
part > 1. In that subspace the solution to Eq. (5) is a
linear combination of D⋆ different autocorrelation func-
tions. Conversely, in the D−D⋆ dimensional orthogonal
complement subspace U⊥

M
the trivial solution is stable.

As a consequence, the vectors H(τ),∆(τ) are restricted
to UM and their projection on any vector in U⊥

M
is 0.

In the special caseD⋆ = 1 only one eigenvalue ofM has
a real part > 1, and the activity of neurons in all groups
follows the same autocorrelation function. The scal-
ing is determined by the components uR

1c of the leading
right eigenvector of M (see Fig. 2a,b): ∆c(τ)/∆d(τ) =
uR
1c/u

R
1d. In general D⋆ can be larger than 1. In Fig 2c,d

we show an example network with three cell-types and
D⋆ = 2. Note that for asymmetric M, |uR

c 〉 are not or-
thogonal and U⊥

M
is spanned by the left rather than the

right eigenvectors: U⊥

M
= span{〈uL

D⋆+1|, . . . , 〈uL
D|}.

Universality and sparsity. Until now we have dis-
cussed connectivity matrices with elements drawn from
Gaussian distributions. However Girko’s circular law
[9, 10] is universal, meaning that the spectral density of
connectivity matrices describing single cell-type networks
depends only on the second moment of the matrix entry
distribution [18] (as long as the mean remains zero). This
suggests that our results for matrices with block struc-
tured variances, extend to non-Gaussian distributions,
provided that 〈Jij〉 = 0 and N〈J2

ij〉 = g2cidj
< ∞. Using

numerical simulations, we have verified that Eq. (8) holds
for a number of non-Gaussian matrix element distri-
butions, including networks where connection strengths
were taken from sparse and β distributions (Fig. 3) [19].
Applications. We now illustrate how these theoret-

ical results can give insight into a perplexing question
in computational neuroscience - how can a small num-
ber of neurons have a large effect on the representational
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FIG. 3. Universality and sparse connectivity. (a) Our results
extend to sparse connectivity matrices, an example matrix
with non-Gaussian element distributions. The formula for
the radius (blue circle) is in agreement with the numerical
results. Insets shows average synaptic strengths, G (top) and
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√
Λ1. The

training epoch lasted approximately 100 periods of the tar-
get signal. The radius is a good coordinate to describe the
learning capacity. (b) The same data, averaged over the tar-
get frequencies, plotted in the γ − α1 plane. Contour lines of
lΩ (α1, γ) (white) and of

√
Λ1 (black) coincide approximately

in the region where lΩ peaks, supporting our conclusion that
learning is modulated in parameter space primarily by

√
Λ1,

the effective gain of the network.

capacity of the whole network? In adults, newborn neu-
rons continuously migrate into the existing neural circuit
in the hippocampus and olfactory bulb regions [20]. Im-
paired neurogenesis results in strong deficits in learning
and memory. This is surprising since the young neurons,
although hyperexcitable, constitute only a very small
fraction (< 0.1) of the total network. To better under-
stand the computational role young neurons may play,
we analyzed dynamics of a network with D = 2 groups
of neurons. The first group consists of the young neu-
rons, so its size is significantly smaller than the second
group which consists of the mature neurons (α1 ≪ α2).
In our model, the connectivity within the existing neural
circuit (group 2) is such that by itself that subnetwork
would be in the quiescent state: g22 = 1 − ǫ < 1. To

model the increased excitability of the young neurons all
connections of these neurons were set to a larger value:
g12 = g21 = g11 = γ > 1− ǫ.
We analyzed the network’s capacity to accurately re-

produce a target output pattern. The activity of the
neurons serves as a “reservoir” of waveforms from which
the target signal f(t) is composed. We used the learn-
ing algorithm in [21] to find the vector w such that

z(t) =
∑N

i=1
wiφi(t) = f(t), where the modified dynam-

ics have Jij → Jij + uiwj and u is a random vector with
entries of O(1). The single group network does this well
when its synaptic gain is g ≈ 1.5 [21], such that its initial
activity is in the weakly chaotic regime. For simplicity we
choose purely periodic target functions f(t) = A sin(Ωt).
We define the learning index as lΩ = |z̃(Ω)|/

∫

|z̃(ω)|2dω,
with z̃(ω) being the Fourier transform of z(t) generated
by the network after the learning epoch.
For fixed ǫ = 0.2 and N = 500 we computed lΩ(α1, γ)

and found that for this family of networks
√
Λ1 plays a

role equivalent to that of g in the single group network.
Performance is optimal for

√
Λ1 ≈ 1.5, and networks with

different structure perform similarly as long as they have
similar values of Λ1 (Fig. 4). These results demonstrate
that a small group of neurons could place the overall net-
work in a state conducive to learning. Importantly, be-
cause of the block structured connectivity, the effective
gain is larger than the average gain (

√
Λ1 > ḡ), sug-

gesting that modulating the synaptic gain can carry a
larger effect on the learning capacity of the multiple cell-
type network compared to what one may expect based
on changes in mean connectivity gain.
It is worth noting that typically outgoing connections

from any given neuron are all positive or all negative,
obeying Dale’s law [22]. Within random networks, this
issue was addressed by Rajan and Abbott [15] who stud-
ied a model where columns of J are separated to two
groups, each with its offset and element variance. They
computed the bulk spectrum by imposing a “detailed bal-
ance” constraint, where the sum of incoming connections
to each neuron is exactly 0 [15, 16]. The distribution of
outliers which appear when this constraint is lifted was
computed by Tao [23]. The dynamics of networks with
cell-type-dependent connectivity that is offset to respect
Dale’s law were addressed in [24] with some limitations,
and remain an important problem for future research.
Ultimately, neural network dynamics need to be con-

sidered in relation to external inputs. The response prop-
erties of networks with one cell-type have been recently
worked out [8, 25]. The analogy between the mean field
equations for the single and multi-group cases suggests
that our results can be used to understand the non-
autonomous behavior of multiple cell-type networks.
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