Predictable irregularities in retinal receptive fields
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Understanding how the nervous system achieves reliable performance using unreliable components is important for many disciplines of science and engineering, in part because it can suggest ways to lower the energetic cost of computing. In vision, retinal ganglion cells partition visual space into approximately circular regions termed receptive fields (RFs). Average RF shapes are such that they would provide maximal spatial resolution if they were centered on a perfect lattice. However, individual shapes have fine-scale irregularities. Here, we find that irregular RF shapes increase the spatial resolution in the presence of lattice irregularities from \(\sim 60\%\) to \(\sim 92\%\) of that possible for a perfect lattice. Optimization of RF boundaries around their fixed center positions reproduced experimental observations neuron-by-neuron. Our results suggest that lattice irregularities determine the shapes of retinal RFs and that similar algorithms can improve the performance of retinal prosthetics where substantial irregularities arise at their interface with neural tissue.

Circuits in the nervous system, built from cells and the connections between them, cannot be made as regular as in the engineered man-made systems. Yet, animals can detect and act on signals in the environment with precision that not only rivals that of engineered systems, but also approaches the fundamental statistical limits set by the uncertainties in the environment itself. A classic example in the visual system is the detection of light under dim conditions, where the probability that a human would report seeing a flash of light equals the probability that a single photon would reach the retina (1). A parallel problem is how to arrange a set of detectors to best localize the position of a flash of light. Neurons in the retina respond to flashes of light localized to regions of visual space termed receptive fields (RFs). RFs of retinal ganglion cells, which send signals to the cortex, are arranged in an approximately hexagonal lattice, which allows for the densest packing of circles in two dimensions. Remarkably, the size of RFs increases proportionally with the distance \(L\) between neighboring RF centers, see Quantification of Scatter in Receptive Field Center Positions in Experimental Mosaics in supporting information (SI) Text and Fig. S1 for how it is derived. If RFs are described as Gaussians, then the width \(\sigma\) of the Gaussian is found to be \(\approx L/2\) in different species and types of retinal ganglion cells (2–12) (Fig. L4), with the exception of some cell types in the salamander retina (5). Furthermore, recent studies find that although individual RFs are approximately circular, there is interdigitation between neighboring RFs that is destroyed by a \(180^\circ\) rotation of individual RFs (13). Similar interdigitation has also been observed in dendritic fields (14). This suggests that RF shapes are adjusted locally and that deviations from circularity are functionally important. If so, understanding the best way to adjust response regions in an irregular array will also help improve the performance of retinal prosthetic devices (15).

Results

In this article, we consider how accurately the retina can represent the location of a point light source. Although this task is arguably one of the simplest in natural vision, it provides a good approximation of retinal function at low light levels. Under bright light, retinal ganglion cells become sensitive to contrast between nearby light intensities. Under these conditions, RFs can be described by a difference of two Gaussians that represent the average light intensity in the RF “center” and within the broader “surround” (see ref. 16 for a recent review). Because contrast values are much less strongly correlated in space than the light intensity values themselves, analysis of optimal RFs for detecting spots of light may be relevant for determining some of the properties of retinal RFs for detecting spots of contrast under bright light conditions.

To quantify the spatial resolution of the retina, we used two different measures. The first measure was the error between the actual location of a point light source and the best estimate of its location made on the basis of the array’s responses. To estimate the location of a point light source, one can compare the set of observed responses of retinal cells with those expected for different light locations without knowing particular perturbations in either the neural responses or in the RF center locations. The location that provides the best match, in a least-square sense, to the data can be used to estimate the flash’s origination point. Because the estimation error depends on how close the flash was to one of the RF centers, we were interested in its average value across different locations of the flash (see Minimization of Average Square Error in Determining the Location of a Point Light Source in SI Text and Fig. S2). One of the advantages of this measure is that it directly quantifies how accurately the retina can localize point light sources. In this computation, RFs were modeled as Gaussians. Retinal responses were assumed proportional to RF values taken at the spot’s location, with additive Poisson noise that was independent between different cells and had the same coefficient of variation across all cells.

As the second measure for the retinal spatial resolution, we took the number of regions to which a point light source can be localized based on retinal responses. For example, when two neighboring cells simultaneously respond to a flash of light, the flash is likely to have originated within the region of the visual space where the RFs of the two cells overlap. If three cells simultaneously respond, this further constrains the likely origination region. Even when the third neighboring cell does not respond to the flash, this nevertheless is informative because it shifts the likely origination point away from the nonresponding cell. Such simple arguments illustrate the power of combinatorial coding available to the retinal array. The number of distinct regions \(N_d\) can be computed using information theory: \(N_d = 2^I\), where \(I\) is the mutual Shannon information (17) between the responses of neurons in the array and the location of a point light source. The main motivation for using information-theoretic quantities in this context is that they can quantify combi-
natorial representations can improve the spatial resolution. Our goal here is to determine such mosaic properties that would maximize the number of distinct regions $n_d = N_d/N$ per neuron, where $N$ is the number of neurons in the mosaic.

To understand the impact that different types of irregularities have on retinal function, we make our arguments in five steps. The first step is to analyze the case where RF center positions form a perfect hexagonal lattice. Here, our goals are to find the optimal size of individual RFs based on minimizing the mean-square error or maximizing the number of distinct regions, and to compare the optimal RF size with previous predictions made according to a number of other optimization criteria (10, 18–20). Next, we will analyze how the retinal performance is affected by lattice irregularities alone, with no asymmetries or variations in RF shapes across neurons. In the third step, we will briefly examine the performance of retinal mosaics where RF center positions form a regular lattice, whereas RF shapes vary from neuron to neuron. The fourth step is to consider the combined effect of irregularities in the lattice of RF center positions and irregularities in the individual RF shapes to show that the former predetermines the latter in retinal arrays. In this way, irregular arrays such as those observed in the retina can achieve a near-perfect performance. Finally, in the last step, we consider fine-scale adjustments in RF shapes to demonstrate that they can yield further improvements in information transmission, as well as reproduce the shapes of experimentally measured RFs (13).

**Ideal RF Array.** As one might expect, given an ideal array where RF centers form a regular hexagonal lattice (Fig. S3), the optimal shape of individual RFs is circular (18). As a function of RF size, there is a clear optimum in terms of both the minimal error and the maximal number of distinguishable regions for the light source $n_d$ (solid lines in Fig. 1B and C). When described in terms of the best-fitting Gaussian, the smallest error is obtained when $\sigma \approx 0.35L$ (see *Minimization of Average Square Error in Determining the Location of a Point Light Source in SI Text*), whereas the largest $n_d$ is obtained when $\sigma \approx 0.45L$ (see *Information Transmission by a Retinal Array in SI Text*). In the case of information calculation (see Materials and Methods), we modeled RFs using the decision boundary approximation (21). In this approximation, RFs are described as two-dimensional sigmoidal functions based on two parameters: a radius $R$ that corresponds to the half-width at half-maximum of the RF profile and a width $\delta$ of the sigmoid (Fig. 1C Inset). Although increasing $\delta$ lowered the information, it did not strongly affect the location of the information maximum as a function of RF size $R$ (Fig. S4). For comparison with experimental data and predictions based on the mean square error, we fitted the sigmoidal RF profiles with Gaussians (Fig. 1C Inset; $\sigma \approx 0.67R$). Taken together, these analyses of the mean-square error based on Gaussian RFs and of the information based on sigmoidal RFs indicate that predictions for the optimal RF size are insensitive to changes in the functional form used to model the RF profiles.

The predicted optimal RF size is also advantageous according to a number of other computational measures, such as achieving maximally uniform contrast sensitivity (2), equal accuracy in detecting light whether it falls near a RF center or at an intermediate position (10), and maximizing information about scenes from the natural environment (10, 18–20). In summary then, even though all of the above analyses ignore irregularities present in real retinal arrays, they all can account for the experimentally observed increase in the average RF size $\sigma$ with lattice spacing $L$, indicating that such a scaling relationship might be functionally advantageous from multiple computational perspectives.

**Irregular Mosaics of Circular RFs.** Proceeding to the second step, we now analyze how the retinal performance is affected by lattice irregularities alone. The degree of lattice irregularity will be quantified according to the standard deviation $\Delta L$ of RF center positions compared to the regular hexagonal lattice (see *Quantification of Scatter in Receptive Field Center Positions in Exper-
Mosaics of Evenly Spaced Elliptical RFs. The third situation is where elliptical RF shapes are centered on a regular hexagonal lattice. Here, the deviations from circularity in RF shapes progressively deteriorate the performance of a retinal mosaic (Fig. 2A, top curve). In these simulations, we approximated RF boundaries as ellipses and used a decision boundary approximation to compute the number of distinct regions for the light source (see Mosaic with center position scatter in SI Text). All RFs in the mosaic had the same aspect ratio (see schematic in Fig. 2A for parameter definitions), whereas the orientation of individual RFs was adjusted individually to optimize performance of the array as a whole. Despite this optimization, the larger the aspect ratio was, the smaller the number of regions that could be distinguished based on the array’s responses. The same effect was true of the uniformity of coverage (13). Thus, both the RF shape and lattice irregularities are detrimental to retinal performance when considered separately.

Mosaics of Elliptical RFs Centered on an Irregular Lattice. In contrast, in the fourth case where both the lattice and RF shapes have irregularities, we found elliptical RFs (with aspect ratio >1) to be beneficial (Fig. 2A, lower curves). Although mosaics of elliptical RFs encoded fewer distinct regions for the point light source (Fig. 2A and B) than the optimal mosaic with no lattice irregularities, this number was greater than that where RFs were constrained to be circular in the presence of lattice irregularities. For a given amount of average scatter in RF center positions, there was an optimal value of RF aspect ratio that increased with the amount of center position scatter (Fig. 2A). The intuition for this finding is that when two RF centers are a bit further from each other than from their other neighboring neurons, elliptical RFs allow for an increase in the amount of overlap between the more distant pair without a large change in overlap with other cells.

In a retinal array, RFs vary not only in their orientation, but also in their aspect ratio and size. We found that the mosaic performance improved even more when the orientation, aspect ratio, and size could be adjusted neuron-by-neuron (Fig. 2B). With adjustable size, aspect ratio, and orientation, elliptical RFs could restore ~75% of the number of distinct patterns lost due to irregularities in RF centers. For the degree of scatter typical of parasol (ΔL ≈ 0.2L) and small-bistratified (ΔL ≈ 0.3L) mosaics, mosaics of circular RFs could encode only ~60% of the number of positions that can be represented in a perfect lattice, whereas mosaics of elliptical RF can represent as much as ~90% of that number.

Optimized mosaics had a distribution of aspect ratios that is very similar to those observed experimentally. In particular, we found that the mean aspect ratio was larger in mosaics with greater amounts of scatter in the RF center positions (Fig. 2C). In addition, the standard deviation of aspect ratios across a mosaic also increased with RF center position scatter. This correlation was in full agreement with measurements on real retinal mosaics (Fig. 2C). For example, arrays of small bistratified cells (8, 9), which are more irregular than mosaics of parasol cells, not only have RFs with larger mean aspect ratio than those of parasol cells but also a greater variance in the aspect ratios across RFs in a mosaic. Thus, maximizing the number of regions that could be reliably distinguished based on the responses of the retinal array (or, equivalently, the mutual information about the location of a point light source) can account for the average statistical properties of RF shapes in different types of retinal cells.

Could this optimization criterion also reproduce the local structure of experimentally measured mosaics? To test this, we optimized the orientation, aspect ratio, and size of individual RFs whose centers were fixed to the same relative positions as in experimentally recorded mosaics. We found that after just a
few rounds of optimization in which the parameters of individual RFs were adjusted sequentially while keeping those of neighboring RFs fixed, the optimization had converged to the mosaic that closely matched the experimental one. In particular, the local mosaic structure was accounted for on a neuron-by-neuron basis (Fig. 3). The results were independent of the sequence in which RF shapes were optimized (Fig. S5). The average correlation coefficients between predicted and experimental RFs were 0.86 and 0.87 for mosaics of on- and off-parasol cells, respectively. These values were significantly larger than those obtained when the size, aspect ratio, and orientation of RFs was selected at random (0.81 and 0.83, P < 0.002, r test). In general, the match between experimental and model mosaics was particularly good for cells in the middle of the mosaic. Presumably, this was because the RFs of cells near an edge or a gap in the mosaic were under-constrained due to the exclusion of neighboring cells. In summary then, we find that irregularities of RF shapes can be predicted based on irregularities of spacing and that they can largely compensate for the decrease in the resolution of a retinal array that would be expected based on spacing irregularities alone.

Predicting Fine-Scale Irregularities in RF Shapes. Although elliptical approximation captures the most prominent features of retinal RF boundaries, the real RFs also have a fine scale structure that can improve their tiling (13). However, there are multiple ways to uniformly tile the visual space. Therefore, in our last step, we consider whether optimizing RF boundaries to maximize the number of distinguishable regions in the visual space can also reproduce the fine-scale structure of a particular experimentally measured mosaic. To model irregularities in RF shapes, we represented them using linear combinations of Legendre polynomials \( P_n(\cos(\theta/2)) \) of orders \( n \leq 10 \). Legendre polynomials form a complete set and, therefore, could describe an arbitrary shape provided that a sufficient number of terms are included.

We found that the optimization of irregular RF shapes around the best-fitting elliptical shape produced boundaries that closely matched experimental data, see Fig. 4A. The match between optimized and experimental shapes was significantly better than that for a randomly selected set of Legendre coefficients within the optimized range (P < 0.005, both shapes had the same parameters of the best-fitting ellipse). Of course, variations in RF shape that affect neither the length of RF boundaries (a measure of neural noise, see MOSAIC WITH CENTER POSITION SCATTER IN SI Text) nor the probabilities of different response patterns across the retina cannot be distinguished in this approach. However, predictions can be made with respect to the probabilities of observing various patterns of neural responses (see MATERIALS AND METHODS). In Fig. 4B, we compare the probabilities of observing different spike patterns for the experimental and the optimized theoretical mosaic. The probabilities closely match on a pattern-by-pattern basis. The correlation coefficient, \( R = 0.995 \), is significantly better than that obtained for a control mosaic where Legendre coefficients were selected at random from the same distribution as in the optimized mosaic (P < 10\(^{-5}\)). Finally, this fine-scale optimization of RF shapes increased the relative performance of this mosaic from \( \approx 89\% \) in the elliptical approximation to \( \approx 92\% \) of the possible maximum. Thus, optimizing shapes of individual RFs in an irregular mosaic to maximize the number of distinguishable regions in the visual space can account for both average statistical properties of retinal mosaics and the fine-scale irregularities in the shapes of individual RFs.

Discussion
These analyses demonstrate that although asymmetries in individual retinal RFs would be detrimental when considered individually, when considered as part of a retinal circuit, these asymmetries actually help irregular arrays achieve \( \approx 92\% \) of the representational capacity of a fully regular optimal array. This
happens because asymmetries in the RFs of individual cells can better coordinate the responses of individual cells so as to take full advantage of the combinatorial power available in an array’s responses. Given the great flexibility in RF shape that can be achieved in the retina, one might wonder why RF shape and center position are not adjusted together to form a perfect hexagonal mosaic. The answer might be that because mosaics of cell bodies are established before (and largely without) dendritic contacts between neighboring cells (22), the anatomic and metabolic costs for adjusting RF shape might be less that those for displacing the RF center. Although, in principle, it is also possible to move a RF center by directing all of cell’s dendrites in one direction, in practice, the correlation between a cell body position and the center of its RF is quite strong (23, 24). From a functional standpoint, our results indicate that there is almost no benefit from achieving a perfect mosaic—an irregular mosaic with appropriately adjusted asymmetric RF fields can be just as accurate in representing light positions.

Intriguingly, similar findings are observed for random packings of solid objects; Whereas regularly packed spheres allow for the densest packing, randomly packed ellipsoids (such as M&M milk chocolate candies) achieve higher densities than randomly packed spheres (25). This connection is more than superficial, because the problem of finding error-corrective codes can be mapped onto a packing problem of solid objects in high-dimensional spaces (26).

The problem of how to best partition the visual space given an irregular array is also relevant to the design of retinal prosthetic devices (15). The goal of these devices is to restore vision in patients who have lost their photoreceptor cells but where at least some fraction of retinal ganglion cells remain functional. Such a situation occurs in age-related macular degeneration or retinitis pigmentosa, two diseases that together cause blindness in millions of people worldwide (27–29). Retinal implants use a video camera as a replacement for photoreceptors in transducing light patterns and an array of electrodes positioned near the retina used to deliver electrical signals based on the camera output to the remaining ganglion cells. Even though the electrode array is regular, the recipient retinal ganglion cells shift their position after the death of photoreceptors (30). This introduces substantial irregularities at the brain–prosthesis interface. These irregularities can nevertheless be measured by asking patients to report the location of a perceived light flash after stimulation of individual electrodes of the implanted arrays (15). Although these irregularities are on a much larger scale than those observed for RF centers of ganglion cells in a healthy retina, our results suggest that an optimization of “RF boundaries” associated with each electrode can partially compensate for the irregularities in the percepts positions elicited by electrode stimulation. The optimization procedure we described here can be carried on any scale, and thus can be used to increase the spatial resolution of the implant by tuning it to the particular distribution of perceptual irregularities.

Materials and Methods

The computation of mutual information between the responses of retinal cells and the location of a spot of light consists of two steps (17). The first step is to compute the “response” entropy based on the probabilities to observe various patterns of retinal responses averaged across possible positions of the light spot. The second step is to compute the “noise” entropy based on response probabilities for a given spot position. In the first step, one technically needs to take into account all possible combinations of spiking and silence of neurons in the mosaic. The number of these combinations increases exponentially with the number of neurons N in the mosaic. However, for the problem of spot detection that we consider here, the probability that a spot of light will elicit coincident spiking from neurons in widely separated regions of the mosaic is small, if not negligible. To speed up the computation of commonly occurring spike combinations, and to discard those that are extremely rare, we modeled RFs during information calculations as two-dimensional sigmoid functions (Fig. 1C Inset). The RF boundaries were defined as contour levels at 50% of the maximum. The spike probability (in a small time bin so that responses are binary) was assumed to be close to 1 or 0, depending on whether the light fell within or outside the RF boundary, and —0.5 whenever the light fell within the distance δ from the RF boundary. With these assumptions, the probability of observing a given spike pattern can be computed based on the area that is simultaneously covered by RFs of all spiking neurons and not covered by RFs of all nonspiking neurons in the response pattern under consideration. The normalization by the overall area covered by the mosaic then yields the probability of observing the corresponding pattern averaged across all positions of the light spot. In the second step of the information calculation, we assume that the noise in the retinal responses is Poisson, with mean rate proportional to RF, and independent across neurons. Given that the uncertainty in neural responses is the largest for spots of light falling near RF boundary, the average entropy in the retinal responses can be approximated as proportional to width δ of RF boundary and the total length of all RF boundaries in the mosaic. For further details of the computation, see Information Transition by a Retinal Array in SI Text.

ACKNOWLEDGMENTS. We thank William Bialek, E. J. Chichilnisky, Greg Field, Jeff Gauthier, and Jeff Fitzgerald for useful discussions; Vijay Balasubramanian and Leo van Hammen for suggestions and comments on the manuscript; and Terrence Sejnowski for initiating our collaboration. This work was supported by a Pioneer Postdoctoral fund (to Y.S.L.) and National Science Foundation Grant IIS-0712852 (to T.O.S.). T.O.S. was also supported by an Alfred P. Sloan Fellowship, Searle Scholarship, National Institute of Mental Health Grant K25MH068904, the Ray Thomas Edwards Career Development Award in Biomedical Sciences, the McKnight Young Scholar Award, and the Research Excellence Award from the W. M. Keck Foundation.